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Abstract
We introduce a construct called “humanness sensitivity,” which we define as the ability to recognize uniquely human 
characteristics. To evaluate the construct, we used a “concurrent study design” to conduct an internet-based study with a 
convenience sample of 42,063 people from 88 countries (52.4% from the U.S. and Canada).We sought to determine to what 
extent people could identify subtle characteristics of human behavior, thinking, emotions, and social relationships which 
currently distinguish humans from non-human entities such as bots. Many people were surprisingly poor at this task, even 
when asked simple questions about human relationships or anatomy. Participants were best at identifying subtle aspects 
of human cognition and worst at identifying subtle aspects of human communication. Test scores were good predictors of 
whether someone was employed and modest predictors of other self-reported criterion measures. We also found that people 
identifying themselves in marginal societal categories (e.g., in the “other” category for gender or sexual orientation) identi-
fied themselves as less human and also scored lower on our test. As computers continue to become more human-like, our 
study suggests that the vast majority of humankind will likely have great difficulty distinguishing them from people. Can 
methods be devised for improving this ability? Might humanness sensitivity help people to make such distinctions? Will 
people who excel at differentiating humans and non-human entities—like the “blade runners” in the 1982 and 2017 feature 
films—someday hold a special place in society?
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1 Introduction

In this paper, we introduce a construct called “humanness 
sensitivity”—the ability to recognize uniquely human char-
acteristics—along with a test for measuring such sensitivity. 
This test could be considered one of the first developed for 
the purpose of finding people who are good at distinguishing 
humans from computers.

1.1  The need for new expertise

In the 1982 film, “Blade Runner,” starring Harrison Ford, 
Ford’s character, Rick Deckard, is a special kind of police 
officer whose job it is to identify and destroy human-like 
androids. Deckard is particularly good at distinguish-
ing androids from humans, which is extremely difficult to 
do. The film was inspired by the 1968 book by Philip K. 
Dick, Do Androids Dream of Electric Sheep, and in both 
the book and the film Deckard uses a special device called 
the Voight–Kampff machine to help him make the determi-
nation. He ultimately falls in love with a beautiful android 
named Rachael, who is almost impossible to distinguish 
from a human—in other words, who can pass what is now 
sometimes called a Total Turing Test (Harnad 1989; Pow-
ers 1998; Schweizer 1998). “Blade Runner 2049,” the 2017 
sequel to the 1982 film, takes place 30 years after the events 
of the original film and revolves around what ultimately 
became of Rachael.
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In spite of occasional claims to the contrary, we are 
nowhere near being able to produce a Rachael or even the 
clumsy human-like character, Mr. Data, from the Star Trek 
series (Epstein 2014, 2017; cf. McCoy 2014). We can cre-
ate androids that look human (e.g., see Epstein 2006; Taylor 
2016; Zlotowski, et al. 2016), that move in a human-like 
fashion (e.g., De Momi et al. 2016; Dillow 2012; Khatib 
et al. 2004; Sakai et al. 2013), and that sometimes create 
positive social impressions (Reeves et al. 2020). We can also 
create computers that can distinguish visual stimuli (e.g., 
Bhattacharya, and Talapatra 2005; Quiñonez et al. 2015), 
that emulate humor and human speech to some extent (e.g., 
Banks and Van Ouytsel 2020; Fukui et al. 2005; Ha 2015; 
Johanson et al. 2020; Kuwamura et al. 2016; Mearian 2013; 
Nakamura and Sawada 2006), that distinguish words spoken 
by humans (e.g., Bishop 2016; Hanafiah et al. 2004; Rut-
kin 2015; Stiefelhagen et al. 2004), and that even provide 
therapeutic services (e.g., David et al. 2014; Libin and Libin 
2004).

The big nut, however—understanding human language—
has, in our view, not yet been cracked by computers, even in 
the face of significant advances in natural language process-
ing (e.g., Yan et al. 2020), computational linguistics (e.g., 
Boyce-Jacino and DeDeo 2021; Mitkov 2014), and machine 
learning (e.g., Brown et al. 2020; Marr 2020). Even though 
millions of humans are now communicating with bots on 
the internet, often without the humans knowing, the sophis-
tication of these conversations is minimal (Hill et al. 2015). 
Computers that have been competing for 29 years now in the 
annual Loebner Prize Competition—a contest inspired by 
Turing’s (1950) paper on “the imitation game”—have made 
relatively little progress (Epstein 1992, 2017; Epstein et al. 
2009; Hendler and Mulvehill 2016). How and when this nut 
will be cracked is unclear, but even in this very difficult area, 
computers will only get better, not worse. As they improve, 
the need for experts who can distinguish computers from 
people will almost certainly grow.

1.2  Failing to differentiate people and computers 
can be problematic

Although some prominent individuals, including Stephen 
Hawking and Elon Musk, have said that AIs pose a grave 
risk to humanity (Sainato 2015), in the near future, AIs are 
likely to be quite helpful to humans, serving as personal 
assistants, guiding our vehicles, providing customer service, 
and performing manual labor (Gitau 2015; Meissner 2020; 
Murphy 2015; Muthukrishnan et al. 2017). They might even 
prove to perform better than humans at many tasks (Dang 
and Tapus 2015; West 2015). For example, an AI would pre-
sumably be able to wait indefinitely for customers to respond 
and remember verbatim every previous conversation it had 
had with specific customers (Calo 2012). An AI would also 

be able to access information instantly and never demand a 
promotion or a raise (Cui et al. 2017). Even where robots 
and humans prove to be equally good at the same job, robots 
are “more efficient, less needy and untiring in their abilities” 
(Danaher 2019, p. 134). These are all developments that are 
likely to appeal to businesses and consumers (Loebbecke 
and Picot 2015). In fact, the only people who might com-
plain about this transition are the ones who will lose their 
jobs (Danaher 2019; Ford 2015; Smith and Anderson 2014). 
Whether the new AIs will be sophisticated enough to satisfy 
a customer’s needs fully remains to be seen, but over time 
the AIs will almost certainly become more and more capable 
(Nakagawa 2015; Shukla Shubhendu and Vijay 2013).

In thinking about how humans and computers might be 
compared one day, Turing (1950) focused mainly on one 
issue, namely, whether a computer could converse with a 
human in way that would fool the human into thinking it 
was a person—an indication, Turing argued, that the com-
puter might be conscious in a human sense—but there are 
many other ways in which a human might be distinguish-
able from a non-human. Harnad (1989, 1991, 1992) insisted 
that a Total Turing Test (TTT), in which the humanness of 
a human-like robot would be assessed would be necessary 
at some point and that eventually a stronger test assessing 
“neuromolecular indistinguishability” might need to be con-
sidered (Harnad 1992, p. 10).

While no computer has yet to pass the TTT or even the 
simple verbal test proposed by Turing (1950) (see Aamoth 
2014; Epstein 2014; Gewirtz 2018; Knightly 2018; Neufeld 
and Finnestad 2020; Nieva 2018), AI has already advanced 
sufficiently so that people are sometimes having trouble dis-
tinguishing AIs from humans, especially online (Aron 2011; 
Derrick et al. 2013; Epstein 2007; West 2015). Sometimes 
this is because of expectations; when people are expect-
ing and perhaps yearning to interact with a human; on dat-
ing websites, for example, they will often fail to spot a bot 
(Epstein 2007; Light 2016; Mansfield-Devine 2015). When 
the hookup website, AshleyMadison.com, was hacked in 
2015, researchers found that most of the men who thought 
they were chatting with attractive young women were actu-
ally chatting with bots. According to journalist Annalee 
Newitz, “20 million men out of 31 million received bot mail, 
and about 11 million of them were chatted up by an auto-
mated ‘engager’” (Newitz 2015). Wishful thinking can be 
blinding, but given that people are rarely required to think 
about what makes humans unique, we speculate that a lack 
of knowledge about human uniqueness—at least among 
average humans—might also contribute to the confusion.

That people are easily fooled by bots should not surprise 
us. The literatures on anthropomorphism and anthropocen-
trism remind us how strongly inclined people are to see 
humanity virtually everywhere, even in patterns of shadows 
on the moon (Cousineau 2019; Gunkel 2017; Nass et al. 
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2007; Preston 1991). The fact that computers and robots 
can sometimes mimic human intelligence or speech is bound 
to make us especially vulnerable.

At the moment, failing to spot a bot might lead to point-
less purchases (Bilton 2014; Kelion 2014), a waste of time 
and resources (Kabadaian 2018; Vincent 2017), or embar-
rassment (Epstein 2007).1 A witty, sassy, or funny chatbot 
might get people to click on a bad link or give up sensitive 
information (Kelion 2014; Kerr 2004). Bots also have the 
potential to become yet another channel for spam (Rodrigo 
and Abraham 2012; Stone-Gross et al. 2011). Someday—
perhaps very soon, in fact—failing to spot a bot might even 
be dangerous (Hartzog 2014). Even now, bots are some-
times so good at collecting information from or influenc-
ing humans that they can be used for social media attacks 
(Huber et al. 2009; Frenkel 2017; Woolley and Gorbis 2017). 
The judgment a person makes about whether they are com-
municating with a person or a bot is important; for exam-
ple, people are less likely to try to repair misunderstandings 
when they think they are interacting with a bot (Corti and 
Gillespie 2016).

Ironically, even though people might not be able to articu-
late what makes a person a person or a bot a bot, they are 
amazingly good at noticing when a human or human-like 
entity is not quite right. This implies that people’s implicit 
knowledge about unique human characteristics might greatly 
exceed their explicit knowledge, the kind of dichotomy that 
is often recognized in dual-process theories of social cogni-
tion (Nosek 2007). People are often uncomfortable around 
human-like androids (Szollosy 2017; Zlotowski et al. 2016), 
viewing them as “eerie,” particularly when there is a subtle 
mismatch between human and artificial features (Ho and 
MacDorman 2010; Mori 1970; cf. Kätsyri et al. 2015).

1.3  How are humans different?

Although we sometimes mistake bots for people, humans are 
in fact distinctly different from non-humans in many ways, 
at least at the moment. We humans are products of both 
our evolutionary and personal histories; computers have no 
such histories. We are social animals deeply affected by the 
cultures in which we are reared; computers do not have cul-
tures. Our thoughts and feelings are limited by our anatomy 
and physiology, as well as by the capabilities of our sense 
organs; in theory, computers have no such limitations. Our 
thoughts and feelings revolve around the deeply personal 
relationships we have with other people; computers have 
no such relationships—at least so far. Humans bond to their 

early caregivers, and normal development might be impeded 
by the lack of such bonding (Harlow 1958); computers do 
not bond at all. We also dream and daydream; Dick’s (1968) 
speculations about android dreams notwithstanding, com-
puters presumably experience nothing even remotely like 
dreaming. Could computers somehow be programmed—or 
perhaps even evolve—so that they become more human-like 
in these ways? Perhaps (Bartneck et al. 2017; de Graaf et al. 
2015), but for the time being we are truly unique in non-
trivial ways (Neufeld and Finnestad 2020, p. 824).

Website security is a niche in which this issue is of con-
stant concern. In 2000, the CAPTCHA box was invented as 
a way of trying to guarantee that only a human could enter 
a website (Von Ahn et al. 2003). The first CAPTCHA boxes 
used hazy or obscure text, but as AIs have become more 
sophisticated, CAPTCHA boxes have become increasingly 
complex and demanding, now sometimes requiring us to 
identify cars or signposts in photographs or even to drag 
shoes into a shoebox (Davidson et al. 2014; Hendler and 
Mulvehill 2016; NuCAPTCHA 2015; SolveMedia 2015; 
SweetCAPTCHA 2015; Vikram et al. 2011; von Ahn et al. 
2003). Research has also shown that people differ in their 
ability to complete such tasks properly (Albert et al. 2010; 
Banday and Shah 2011; Belk et al. 2012; Wei et al. 2012).

That humans might have trouble spotting bots, and that 
some of us will do better than others at this task, should 
surprise no one. Think of the difficulties we have in mak-
ing accurate judgments about other people—or even about 
ourselves. Humans frequently make “attribution errors”; we 
often blame our own misbehavior on external stimuli, for 
example, while blaming the misbehavior of other people 
on their inherent flaws or traits (Dekker 2014; Hasan and 
Khalid 2014; Pettigrew 1979). We also struggle for much 
of our lives to understand or explain our own behavior and 
feelings—those strong feelings of jealously our partner 
engenders in us, for example, or the overwhelming feelings 
of love we might have toward a child or, sometimes, toward 
a complete stranger or a pet (Imbir 2016; Smith and Lane 
2016; Tryon 2014). Some of us spend years or even decades 
in therapy trying to gain insights into why we behave or feel 
as we do (Butler et al. 2006; Derlaga and Berg 2013; Kelly 
2003; Rogers 2012). It should hardly surprise us to learn that 
we are not very insightful when it comes to knowing what 
makes humans unique.

1.4  Daunting programming challenges

To complicate matters further, knowing what makes humans 
unique—at least at a high level of expertise—must involve 
knowing how unique each and every human is. To put 
this another way, it is not enough to know in general how 
humans are special; one must also know how the unique-
ness of each individual is likely to be expressed. If, off in 

1 Epstein was encouraged to relive his embarrassment on an episode 
of NPR’s Radiolab, accessible here: https:// www. wnycs tudios. org/ 
podca sts/ radio lab/ segme nts/ 137466- clever- bots.

https://www.wnycstudios.org/podcasts/radiolab/segments/137466-clever-bots
https://www.wnycstudios.org/podcasts/radiolab/segments/137466-clever-bots
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the distance, you hear someone speaking in a high-pitched 
voice, you will probably surmise that you are hearing a little 
girl and you might even be able to estimate her age. As the 
voice grows nearer, so you can hear the particulars, you will 
quickly be able to build a picture of the child’s personality 
and background. From a programming perspective, the chal-
lenges here are immense. A human-like AI not only must 
behave like a human, it must also behave like a particular 
human—one with a unique background and personality, with 
unique tastes and desires, and with unique emotions and 
ideas (Erebak and Turgut 2020). If it has a body, it must also 
have unique postural characteristics, mannerisms, expres-
sions, and so on (Aly and Tapus 2016; Beer et al. 2017; 
Cassell and Bickmore 2003; Klowait 2018; Ng-Thow-Hing 
et al. 2010; Park et al. 2012). One of the quickest ways, per-
haps, to unmask a bot might be to look for generic human 
features (Doran and Gokhale 2011; Turing 1950; von Ahn 
et al. 2003; Zabihimayvan et al. 2017).

Persuasive human analogues will need to be able to make 
sense of jumbled human language coming from multiple 
speakers (we all do this with varying degrees of success 
every day), must be able to use and understand ever-chang-
ing colloquialisms, and must instantly make allowances in 
their communications for the age, gender, ethnicity, and 
sensory limitations of the person with whom they are con-
versing (Bennett et al. 2014; Eyssel 2017; Eyssel and Hegel 
2012; Eyssel and Loughnan 2013; Eyssel and Ribas 2012). 
Humans do all this and much more, often without being able 
to articulate such matters (Fusaroli et al. 2014; Gillespie and 
Cornish 2010; Howarth 2006; Markova 2003; Psaltis and 
Duveen 2006). Human analogues that are intended to fool 
people into thinking that they are human will also need to be 
able to simulate human limitations such as working memory 
capacity, speed of processing, motor skills limitations, and 
attention span limitations (Conway et al. 2002; Polderman 
et al. 2006; Shipstead and Broadway 2013). These abilities 
and limitations also vary among individuals.

1.5  Finding people who know what makes humans 
unique

These are complex issues, but we believe they can be man-
aged to some extent by recognizing two things: first, that 
humans are indeed different from non-humans in a number 
of ways, and second, that people undoubtedly vary in their 
ability to distinguish humans from non-humans. The question 
of individual differences has long been raised in a number of 
areas of human functioning: intelligence (Engle et al. 1999; 
Wickens et al. 2015), personality traits (Eysenck and Eysenck 
1987), cognitive processing styles (Demetriou et al. 2013; Rid-
ing and Cheema 1991), athletic ability (Mirzaei et al. 2013), 
and so on. In the context of Turing-type tests, no matter what 
the test—whether the watered down Turing Tests of the early 

Loebner Prize Competitions (Christian 2011; Epstein 1992; 
Epstein et al. 2009) or the souped-up challenge that will some-
day be posed in a Total Turing Test—the individuals serving 
as judges will presumably differ in their abilities to make the 
necessary discriminations. Even Turing recognized this prob-
lem, claiming that by 2000 a computer might be able to fool 
only an “average interrogator” (Turing 1950, p.440).

The present paper is our attempt to determine who would 
make a great Turing Test judge—or perhaps even a great blade 
runner. We are not looking at this issue comprehensively; 
rather, we are exploring just one aspect of it by introducing 
a new psychological construct we call “humanness sensitiv-
ity”—the ability to recognize uniquely human characteristics. 
We are also introducing a test that measures this sensitivity.

Note that although humanness sensitivity would pre-
sumably help someone to distinguish a human from a non-
human, in many situations there might be easier ways to do 
so. To find out whether a Terminator-type android is human, 
one might simply use an x-ray device or see if it bleeds. As 
Turing (1950) anticipated, these days human-bot interactions 
typically occur only in the verbal realm; the physical charac-
teristics of one’s correspondent are completely hidden. This 
brings us back to humanness sensitivity. We believe that in 
the very near future—and perhaps even as you read this—the 
ability of a human to distinguish humans from non-humans 
will be important in many contexts—even essential. In the 
present study, we therefore measure an ability that should 
help someone spot a bot: the ability to recognize eight dif-
ferent kinds of uniquely human characteristics. Because we 
are able to compute separate scores for each of these eight 
categories, we can determine how good people are at recog-
nizing each type of human uniqueness. We also assess some 
aspects of the reliability and validity of our new measure-
ment tool, as well as delineate how humanness sensitivity 
varies according to the demographic characteristics of our 
test takers.

To determine how valuable humanness sensitivity is in 
everyday life, we also look at how strongly total scores on 
our test are correlated with a number of self-reported crite-
rion variables, such as people’s assessments of how happy 
and successful they are. Finally, we rank order our eight 
subscales according to how well they predict those same 
criterion variables. In so doing, we are able to determine 
which types of humanness sensitivity appear to have more 
value in everyday life.

2  Methods

2.1  Study design

Our investigation employed a “concurrent study design” 
that provided convergent validity evidence with related 
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measures, following the most recent guidelines of Standards 
for Educational and Psychological Testing, co-published by 
the American Educational Research Association, the Ameri-
can Psychological Association, and the National Council on 
Measurement in Education (American Educational Research 
Association 2014, p. 17). Specifically, we sought to measure 
the strength of the relationships between our test scores and 
the scores on answers to criterion questions. This design was 
“concurrent” because we obtained test scores and criterion 
measures at the same time, a strategy that avoids possible 
temporal confounds. Results from studies employing this 
design are considered especially robust when the pattern 
of relationships between test scores and criterion meas-
ures proves to be consistent across different demographic 
groups (American Educational Research Association 2014, 
pp. 17–18).

2.2  Test construction

Our test, called the Epstein Humanness Inventory (EHI), 
included 66 multiple-choice questions that asked about eight 
different types of characteristics that currently distinguish 
humans from nonhumans. The eight categories were based 
on a review of relevant studies in psychology and related 
fields; the review was initially conducted in 2011 and later 
expanded. The categories were as follows: (1) Interpreting 
Subtle Aspects of Human Culture, (2) Interpreting Subtle 
Emotional Experiences, (3) Interpreting Subtle Sensory 
Information, (4) Understanding Subtle Aspects of Human 
Cognition, (5) Understanding Subtle Aspects of Human 
Gender and Relationships, (6) Understanding Subtle Char-
acteristics of Human Reasoning, (7) Understanding Subtle 
Forms of Communication, and (8) Understanding Unusual 
Human Physical Characteristics. Definitions, examples of 
test questions and relevant references are shown in Table 1. 
The 66 questions were presented in the same random order 
for all participants in the study.

2.3  Procedure

The EHI was first posted online on April 10, 2011 at https:// 
HowHu manAr eYou. com. A link to the test was also added at 
that time to a video showing a human-like Japanese android 
that had originally been posted on YouTube on April 28, 
2007.2 Over time, links to the test appeared on other web-
sites, such as https:// Reddit. com and https:// Faceb ook. com. 
We had no control over where links were posted or removed.

To make the test entertaining—and, we hoped, to attract 
more test takers—it was written in a humorous fashion. In 
the opening instructions, the test was framed as follows:

No, it’s not a joke. This is a test designed to help 
humanity cope with a serious problem, one that is 
becoming more of a concern every day: On the phone, 
over the Internet, and even in person, are you dealing 
with a human, a computer, a robot, or an alien?
And are you really a human, or have you been replaced 
by a robot, or even by an alien, without you knowing 
it? Has your brain been tampered with by aliens, or 
maybe by secret government agencies, so that you are 
no longer as human as you used to be? Just how human 
are you? That is the question….
Sure, you’re thinking, “No sweat!” You’re as human 
as apple pie, right? But this is a difficult test, full of 
subtleties designed to ferret out the hidden truth—to 
separate the men from the toys, so to speak. If you’re 
willing to put your humanness to the test, get ready to 
rumble. And if you don’t have the stomach—assuming, 
that is, that you even have a stomach—to find out that 
you’re not as human as you thought you were—that 
chemicals in your food, invisible mind control devices, 
or an alien abduction that you can’t even remember has 
taken away some of your humanness, too bad! Suck 
it up!
And if you are not a human, beware. You will fail this 
test, and we will find you and dissect or dismantle you, 
whichever seems more diabolical at the time….
Before we get to the test itself, we’ll ask you a few 
basic questions about yourself. This information is 
being collected to enable us to improve future versions 
of the test. We’re also just nosey. (It’s a human thing.)

We then asked demographic questions about gender, 
age, race, location, sexual orientation, education status 
and employment, after which we asked six criterion ques-
tions—that is, questions the answers to which we believed 
our test scores might be able to predict. Criterion questions 
employed 10-point Likert scales (1 = low, 10 = high). These 
questions asked participants to rate how much contact they 
generally had with other people, how much success they 
had had in their personal and professional lives, how happy 
they were, how much success they had had in their romantic 
relationships, and how human they considered themselves 
to be. Answers to such questions might be predictable from 
scores on the test because, at one level, the test is actually 
measuring how human people are. We are, after all, asking 
questions that only humans should be able to answer cor-
rectly. The higher their scores, the more easily they should 
be able to relate to other people and the more human they 
should consider themselves to be.

To preserve the anonymity of participants, no information 
was collected that would allow us to identify them. Because 
of the anonymity and the low-risk nature of the content of 
the survey, our study was approved as exempt under HHS 2 The video is accessible here: https:// www. youtu be. com/ watch?v= 

MY8- sJS0W 1I.

https://HowHumanAreYou.com
https://HowHumanAreYou.com
https://Reddit.com
https://Facebook.com
https://www.youtube.com/watch?v=MY8-sJS0W1I
https://www.youtube.com/watch?v=MY8-sJS0W1I
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Table 1  Eight categories of humanness sensitivity

1. Interpreting subtle sensory information (5 items): Identification of particular tastes; typical reactions to scary noises; reactions to pain; fears 
about loss of senses; and consequences of tasting/touching particular objects

Sample item:
I avoid licking ice cubes because:
  a. Ice cubes are very cold
  b. They remind me of someone I used to date
  c. Sometimes they get mad
  d. My tongue might stick to them
  e. Licking them makes them melt
Correct answer: d
References: Abram (2012), Geldard et al. (1953), Haslam et al. (2008a, b), Lindsay and Norman (2013), Matthen (2015), Putnam (1994)
2. Interpreting subtle aspects of human culture (14 items): Identification of bad habits; beliefs about poetry, music and religion,; typical daily 

routines; social politeness; what people aim for in life; knowledge about famous characters, kings and presidents; the meaning behind behavior; 
places people want to go; who spends time in certain places

Sample item:
Which of these lines is very likely not part of a poem written by a human?
  a. Bursting upward, outward, in jagged lines, the word rises to the light
  b. My favorite pizza toppings are pepperoni and mushrooms
  c. Do intentions count when there’s no one there to know them?
  d. Love me, and the world will shift in a loving direction
  e. I replied like a pinball, bouncing post to post
Correct answer: b
References: Cassirer (1972), Cortes et al. (2005), Haslam et al. (2008a, b), Lindblom and Ziemke (2003), Nass and Moon (2000), Pande (1965), 

Provine (2001)
3. Interpreting subtle emotional experiences (8 items): Knowledge about situation-specific emotions; emotions related to colors; how one feels 

when experiencing particular emotion; recognizing how people feel or behave when experiencing particular emotions
Sample item:
If a woman came out of a department store feeling very, very guilty, that probably means:
  a. She had just gotten fired
  b. She had just had an argument with her boyfriend
  c. She had just had her purse stolen
  d. She had probably stolen something from the store
  e. She was probably Catholic
Correct answer: d
References: Brave and Nass (2003), Demoulin et al. (2004), Dolan (2002), Haslam et al. (2008a, b), Haslam et al. (2008a, b), Leyens et al. 

(2001), Wierzbicka (1986), Withers and Vernon (2006)
4. Understanding subtle characteristics of human reasoning (7 items): Knowledge about objects or food that fit together; how people think; how 

people make sense of complex situations
Sample item:
How might a bright young woman who is pretty good with numbers reply if she were asked to multiply 203 times 598 in her head?
  a. I think the answer is about 120,000
  b. The answer is exactly 121,394
  c. I think the answer is about 140
  d. Please go away
  e. I think the answer is about a billion
Correct answer: a
References: Anderson (2017), Brewka et al. (1997), Evans (2003), Gathercole (2003), Gigerenzer and Goldstein (1996), Holyoak and Morrison 

(2005), Johnson-Laird (2010), Oaksford and Chater (2007), Reason (1990)
5. Understanding subtle aspects of human cognition (4 items): Knowing how words are related to each other; recognizing similarities between 

letter shapes and famous monuments; being able to remember one’s responses on earlier questions; knowing about the content of human 
dreams

Sample item:
Which of the following is least likely for someone to experience in a dream?
  a. Flying without the aid of an airplane
  b. Seeing a tiger transform into a fish
  c. Chatting with a dead loved one
  d. Multiplying large numbers
  e. Growing an extra arm
Correct answer: d
References: Loughnan and Haslam (2007), Missakabo (1998), Moll et al. (2005), Pio-Abreu et al. (2015), Premack (2010), Taylor and Brown 

(1988), Tomasello and Rakoczy (2003)
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regulations by the federally registered Institutional Review 
Board of our hosting institution (the American Institute for 
Behavioral Research and Technology).

Following the demographic and criterion questions, par-
ticipants were told, “For each of the following questions, 
select what you believe is the best possible answer a human 
can give. If you are truly human, that should n’t be too hard. 
If you are less than human, or something other than human, 
you’re screwed.” The 66 multiple-choice questions followed 
(see Table 1 for sample questions, or visit the full test at 
https:// HowHu manAr eYou. com). Upon completing these 
questions, participants could get their score by clicking a 
SUBMIT button.

In keeping with the light-hearted nature of the test, the 
results showed participants where their score—presented as 

percent correct—put them on a scale from “alien” at the 
low extreme to “über human” at the high extreme (Fig. 1). 
The score was followed by a serious debriefing about the 
potential scientific value of the test results (see “Debriefing” 
in the Appendix).

2.4  Sample

Our sample consisted of 42,063 people from 88 countries 
(52.4% from the U.S. and Canada) who took our online 
test between April 17, 2011 and April 23, 2020. We had 
no control over who took our test, and hence this should be 
considered a convenience sample (see Discussion for our 
comments on the advantages and disadvantages of having 
such a sample).

Table 1  (continued)

6. Understanding subtle aspects of human gender and relationships (10 items): Knowing about women’s menstrual cycles; knowing about male/
male competition; knowing about males and females typically dress; knowing how men seduce women; know about human dating; knowing 
about biological differences between genders; knowing about friendships and romance

Sample item:
When Jim learned that John had recently purchased a 200 HP lawnmower, Jim responded in a manly way—that is, by:
  a. Purchasing a 201 HP lawnmower
  b. Purchasing a 300 HP lawnmower
  c. Poking his eye out with a fork
  d. Purchasing a 100 HP lawnmower
  e. Purchasing a .50 caliber machine gun
Correct answer: b
References: Brownlie (2006), Costrich et al. (1975), Eagly and Wood (1999), Heilman (1979), Lemaster et al. (2017), Tannen (1990), Vaes and 

Paladino (2010), Wood (1997)
7. Understanding subtle forms of communication (10 items): Knowing what forms of communication are acceptable; knowing likely responses 

to people based on their demographic characteristics; knowing which responses are typical or likely in different situations; knowing how peo-
ple respond to annoying people; knowing how parents talk to children or how lovers talk to each other

Sample item:
What is a sweet, gentle, nurturing mom most likely to say to her little 3-month-old baby?
  a. Oh, you’re so cute
  b. Would you like the left one or the right one?
  c. That’s certainly a cute baby you have
  d. Grow up
  e. Ooh you little cutie pootie wootie
Correct answer: e
References: Beattie and Ellis (2017), Carey (2008), Ekman (1993), Hauser et al. (2002), Lasswell (1948), Littlejohn and Foss (2010), Ting-

Toomey and Chung (2005), Tomasello (2010), Trenholm (2017)
8. Understanding unusual human physical characteristics (8 items): Knowing how human anatomy limits our ability to carry or lift things; 

knowing how different parts of the body can be used; knowing how many people it will take to lift heavy objects; knowing which body parts 
are most valuable; knowing how the body reacts to strong emotions; knowing what distracts people

Sample item:
If you saw a graphic news report about a mass murder, what part of your body might start to feel uncomfortable?
  a. Kidney
  b. Back
  c. Eyes
  d. Hands
  e. Stomach
Correct answer: e
References: Friedman (2010), Gaby (2008), Karnath et al. (2005), Schachter and Singer (1962), Young (2001)

https://HowHumanAreYou.com


 AI & SOCIETY

1 3

Before beginning our analysis, we removed 16,021 cases 
from our database as a result of a cleaning process. Cases 
were removed because (a) less then half of the test questions 
were answered, (b) English fluency was less than 6 on a 
scale from 1 to 10 (where 10 indicated highest fluency), or 
(c) the age that was given was under 12. Participants under 
age 12 (n = 395) were not included because our questions 
had a Flesch-Kincaid grade level of 6.0. In the U.S., stu-
dents generally complete grade 6 when they are 12, so most 
12-year-olds (at least in the U.S.) should be able to com-
prehend the EHI. (We acknowledge that many people never 
learn to read properly and that people of any age might have 
trouble comprehending our test.) We also eliminated cases 
when people took the test more than once in one day, retain-
ing only the first instance in which they answered more than 
half the questions.

22,024 (52.4%) of our participants were from the US 
and Canada, 17,582 (41.8%) were from other countries, and 
2457 (5.8%) did not provide their locations. The mean age 
was 22.4 (SD = 10.7). 24,976 (59.4%) of our participants 
identified themselves as male, 13,067 (31.1%) as female, 
1453 (3.5%) as other, 1298 (3.1%) as unsure, and 1268 
(3.0%) did not provide their gender. 29,649 (70.5%) of our 
participants identified themselves as white, 4152 (9.9%) as 
Asian, 2232 (5.3%) as Hispanic, 1101 (2.6%) as Black, 329 
(0.8%) as American Indian, 3470 (8.2%) as other, and 1130 
(2.7%) did not specify their race. 25,203 (59.9%) of our par-
ticipants identified themselves as straight, 5858 (13.9%) as 
bisexual, 2338 (5.6%) as gay, 2864 (6.8%) as other, 3757 

(8.9%) as unsure, and 2043 (4.9%) did not identify their 
sexual orientation.

24,830 (59.0%) of our participants said they were not 
employed, 14,422 (34.3%) said they were employed, and 
2811 (6.7%) did not provide information about their employ-
ment. 9336 (22.2%) of our participants said they had not 
completed high school, 18,537 (44.1%) said they had com-
pleted high school, 3909 (9.3%) said they had received an 
associates-level degree, 6879 (16.4%) said they had com-
pleted college, 2217 (5.3%) said they had a masters degree, 
741 (1.8%) said they had a doctorate, and 444 (1.0%) did not 
provide information about their education.

3  Results

3.1  Reliability and validity evidence

Because our test was conducted online and preserved the 
anonymity of test takers, we could not measure test–retest 
reliability. We also did not develop an alternative form of the 
test, so alternative-form reliability could not be estimated. 
However, internal-consistency reliability was fairly high, as 
indicated by both Cronbach’s alpha (0.87) and the Guttman 
split-half test (0.85).

Evidence that our test was indeed measuring the con-
struct “humanness sensitivity” was suggested by how well 
test scores were correlated with the answers people gave to 
six criterion questions—questions about happiness, success, 

Fig. 1  Screenshot of the type of result given after completion of the test
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and so on. Test scores were moderately correlated with the 
self-reported level of humanness (Spearman’s ρ = 0.32, 
P < 0.001).3 The correlations were lower for five other cri-
terion questions, but all of them were positive and highly 
significant: self-reported frequency of contact with other 
people: ρ = 0.16, P < 0.001; self-reported success in roman-
tic relationships: ρ = 0.11, P < 0.001; self-reported success 
in one’s personal life: ρ = 0.10, P < 0.001; self-reported 

success in one’s professional life: ρ = 0.08, P < 0.001; and 
self-reported happiness: ρ = 0.09, P < 0.001. In addition, 
test scores were positively correlated with age (ρ = 0.17, 
P < 0.001), which suggests that people become more knowl-
edgeable about human uniqueness as they grow older.

Although we had no a priori reason to believe that test 
scores would predict employment status, it is notable that 
people who were employed outscored people who were 
not: Myes = 58.1 (SD = 15.3), Mno = 54.8 (SD = 15.2), 
Mann–Whitney U = 15.43 *  107, P < 0.001, Cohen’s 
d = 0.22.

3.2  Competency means

The average total score on the test was 55.9% (SD = 15.4), 
and a histogram of individual scores was negatively skewed 
(median = 59) (Fig. 2). The average scores for each of the 

Fig. 2  A histogram showing 
how individual total scores were 
distributed

Table 2  Mean test scores for 
each of the eight humanness 
sensitivity categories

Category Mean (SD)

Understanding subtle aspects of human cognition 70.1 (24)
Interpreting subtle emotional experiences 62.2 (23.1)
Interpreting subtle aspects of human culture 61.1 (17.9)
Understanding unusual human physical characteristics 58.9 (23)
Interpreting subtle sensory information 54.1 (26)
Understanding subtle characteristics of human reasoning 52.5 (21.5)
Understanding subtle aspects of human gender and relationships 47.7 (18.6)
Understanding subtle forms of communication 46.7 (19.8)

3 Because scores on the EHI are on an ordinal scale of measurement, 
nonparametric statistics, such as Spearman’s ρ, the Mann–Whit-
ney U, and the Kruskal–Wallis H,  were used throughout this report. 
Means and standard deviations are reported for comparison purposes, 
although the appropriateness of their use with ordinal data has long 
been debated (e.g., Lord 1953; Townsend and Ashby 1984). Test 
scores are always given as a percentage of the maximum possible raw 
score.
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eight categories of humanness sensitivity we measured are 
shown in Table 2. Participants scored highest on Under-
standing Subtle Aspects of Human Cognition (70.1%) and 
lowest on Understanding Subtle Forms of Human Commu-
nication (46.7%).

3.3  Demographic differences

3.3.1  Gender and sexual orientation

For both gender and sexual orientation, one notable finding 
was that people who identified themselves as being outside 
mainstream categories rated themselves on average to be 
less human than people in those categories; perhaps even 
more surprising, they also generally scored lower on the 
test (see Discussion for further details about this issue). We 
found an overall effect for gender, for example (Mmale = 57.0 
[SD = 14.7], Mfemale = 55.4 [SD = 15.2], Mother = 50.6 
[SD = 18.9], Munsure = 46.4 [SD = 19.2], Kruskal–Wal-
lis H = 566, P < 0.001), but the difference between scores 
for males and females was relatively small (1.6% points) 
(Mmale = 57.0 [SD = 14.7], Mfemale = 55.4 [SD = 15.2], 
U = 15.23 *  107, P < 0.001, d = 0.11); whereas, the dif-
ference between scores for males and females combined 
versus scores for those who labeled themselves “other” 
or “unsure” combined was substantially larger (7.8% 
points) (Mmale/female = 56.4[SD = 14.9], Mother/unsure = 48.6 
[SD = 19.1], U = 4.02 *  107, P < 0.001, d = 0.46). Similarly, 
we found an overall gender effect in response to the question, 
“How human are you?” (Mmale = 7.2 [SD = 2.7], Mfemale = 6.8 
[SD = 2.8], Mother = 5.4 [SD = 3.1], Munsure = 5.1 [SD = 3.1], 
H = 1012.9, P < 0.001), but the difference between scores 
for males and females was relatively small (0.4 points): 
Mmale = 7.2 [SD = 2.7], Mfemale = 6.8 [SD = 2.8], U = 15.04 
*  107, P < 0.001, d = 0.14; whereas, the difference between 
scores for males and females combined versus scores for 
those who labeled themselves “other” or “unsure” com-
bined was substantially larger (1.8 points): (Mmale/female = 7.0 
[SD = 2.8], Mother/unsure = 5.2 [SD = 3.1], U = 3.52 *  107, 
P < 0.001, d = 0.61.

We found the same pattern for sexual orientation. 
Although there was an overall effect (Mstraight = 37.5 
[SD = 9.7], Mgay = 36.7 [SD = 10.5], Mbisexual = 37.4 
[SD = 10.0], Mother = 34.5 [SD = 11.5], Munsure = 34.6 
[SD = 11.0], H = 342.4, P < 0.001), there was only a marginal 
effect for gays versus straights (Mstraight = 37.5 [SD = 9.7], 
Mgay = 36.7 [SD = 10.5], U = 2.86 *  107, P = 0.027, d = 0.07); 
whereas, there was a substantially larger effect for com-
bined scores for gays, straights, and bisexuals versus com-
bined scores for those who labeled themselves “other” or 
“unsure” (Mstraight/gay/bi = 56.7 [SD = 14.9], Mother/unsure = 52.4 
[SD = 17.0], U = 9.48 *  107, P < 0.001, d = 0.27). Similarly, 
there was an overall effect for sexual orientation in response 

to the question, “How human are you?” (Mstraight = 7.2 
[SD = 2.7], Mgay = 6.7 [SD = 2.9], Mbisexual = 6.7 [SD = 2.8], 
Mother = 5.7 [SD = 3.0], Munsure = 6.1 [SD = 3.0], H = 1169.2, 
P < 0.001), but the gay/straight difference for this measure 
(Mstraight = 7.2 [SD = 2.7], Mgay = 6.7 [SD = 2.9], U = 2.67 
*  107, P < 0.01, d = 0.17) was somewhat smaller than the 
difference between scores for gays, straights, and bisexu-
als combined versus those who labeled themselves “other” 
or “unsure” combined (Mstraight/gay/bi = 7.1 [SD = 2.8], 
Mother/unsure = 5.9 [SD = 3.0], U = 2.67 *  107, P < 0.001, 
d = 0.42).

3.3.2  Race, country, and education

Effects were found for race both on the total score meas-
ure (MWhite = 57.3 [SD = 15.1], MBlack = 52.9 [SD = 14.8], 
MHispanic = 53.1 [SD = 14.7], MAsian = 53.5 [SD = 14.5], 
MAmerIndian = 50.5 [SD = 15.0], MOther = 50.5 [SD = 17.6], 
H = 961.9, P < 0.001) and the self-reported level of 
humanness measure (MWhite = 7.0 [SD = 2.8], MBlack = 6.5 
[SD = 3.0], MHispanic = 6.9 [SD = 2.8], MAsian = 6.9 [SD = 2.8], 
MAmerIndian = 6.2 [SD = 3.0], MOther = 6.0 [SD = 3.2], 
H = 328.5, P < 0.001). We also found an effect for country 
(MUS/Canada = 57.7 [SD = 15.3], MOther = 54.0 [SD = 15.1], 
U = 18.63 *  107, P < 0.001, d = 0.24).

An effect was also found for level of education com-
pleted. Generally speaking, the more education people had, 
the higher they scored on our test (Mnone = 53.3 [SD = 16.0], 
Mhighschool = 55.8 [SD = 14.9], Massociates = 56.7 [SD = 14.6], 
Mcollege = 59.0 [SD = 14.8], Mmasters = 59.0 [SD = 14.9], 
Mdoctorate = 56.1 [SD = 19.9]; ρ = 0.111, P < 0.001; H = 621.3, 
P < 0.001) and the more highly they rated their own level 
of humanness (Mnone = 6.7 [SD = 3.0], Mhighschool = 6.9 
[SD = 2.9], Massociates = 6.7 [SD = 2.9], Mcollege = 7.3 
[SD = 2.6], Mmasters = 7.4 [SD = 2.6], Mdoctorate = 7.0 
[SD = 3.2]; ρ = 0.052, P < 0.001; H = 202.0, P < 0.001).

3.4  Change in test scores over time

Because our data were collected over a period of 9 years, we 
looked for trends in the 8 calendar years for which we had 
full years of data (2012 to 2019). The mean total score in 
2012 was 58.5%, whereas the mean total score in 2019 was 
53.0%. However, there was no consistent decrease in scores 
over the years. Table 3 shows the changes in the number of 
test takers each year, along with the changes in the mean 
total scores, ages, fluency levels, percentage of whites (the 
largest racial group in the study), and percentage of males 
(the largest gender group in the study). Because of the incon-
sistent variability in these variables, we evaluated the change 
in test scores over the years by dividing our sample into 
two groups—one prior to October 21st, 2015 (the midpoint 
in time between the first and last days in our sample), and 
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one from October 21st, 2015 to April 23, 2020, the last day 
in our sample. We then computed the mean total score for 
each of those groups. The difference between the means was 
marginally significant, but it was small in absolute terms 
(0.6%), and the effect size was small (M1 = 56.5 [SD = 15.3], 
M2 = 55.9 [SD = 15.4], U = 6.63 *  107, P < 0.05, d = 0.04). 
Although our year-to-year samples and scores varied consid-
erably, it appears that test scores, on average, were reason-
ably stable over the period we examined.

3.5  Regressions used to predict criterion variables

Stepwise linear regressions were used to find which of the 
eight categories of humanness sensitivity best predicted 
each of our six criterion variables (Table  4). Both the 
self-reported level of humanness (standardized β = 0.317, 
P < 0.001) and the self-reported frequency of human contact 
(β = 0.161, P < 0.001) were best predicted by our Interpret-
ing Subtle Emotional Experiences scale. Understanding 
Unusual Human Physical Characteristics proved to be the 
best predictor of two of the criterion variables: success in 
romantic relationships (β = 0.092, P < 0.001) and profes-
sional success (β = 0.076, P < 0.001), although the r2 values 
were small (Table 4). Happiness was best predicted by our 
Understanding Subtle Forms of Human Communication 

scale (β = 0.086, P < 0.001), and so was personal success 
(β = 0.093, P < 0.001); again, the r2 values were small.

4  Discussion

The current study opens the door to a new type of measure-
ment that will likely become increasingly important in the 
near future: identifying characteristics of people that might 
help them to distinguish humans from computers (in what-
ever forms computers might eventually take). We have begun 
this task by focusing on one particular type of skillset we call 
humanness sensitivity, or the ability to recognize uniquely 
human characteristics.

Before we examine some of the more interesting out-
comes of this study, we will first look at its limitations. 
The eight categories of unique human characteristics we 
incorporated into our test—(1) Interpreting Subtle Aspects 
of Human Culture, (2) Interpreting Subtle Emotional 
Experiences, (3) Interpreting Subtle Sensory Information, 
(4) Understanding Subtle Aspects of Human Cognition, 
(5) Understanding Subtle Aspects of Human Gender and 
Relationships, (6) Understanding Subtle Characteristics 
of Human Reasoning, (7) Understanding Subtle Forms of 
Communication, and (8) Understanding Unusual Human 
Physical Characteristics—are somewhat overlapping and 

Table 3  Changes by year (for 
years in which a full year of 
data were available) in number 
of test takers, mean total scores, 
age, fluency levels, percentage 
of whites and percentages of 
males

Year n Mean total score (SD) Mean age (SD) Mean fluency 
level (SD)

Percentage 
of whites

Percentage 
of males

2012 370 58.5 (14.6) 26.7 (13.4) 9.6 (1.0) 75.4 48.4
2013 324 57.7 (16.0) 26.4 (14.6) 9.6 (0.9) 70.4 41.4
2014 553 55.9 (15.2) 22.2 (11.4) 9.5 (0.9) 72.9 41.6
2015 1866 54.8 (15.3) 20.6 (8.9) 9.4 (1.0) 68.6 36.9
2016 5882 53.7 (15.6) 22.5 (9.9) 9.4 (1.0) 66.8 42.8
2017 3917 52.4 (15.9) 23.5 (12.5) 9.4 (1.0) 64.7 41.1
2018 23,437 57.6 (14.8) 21.9 (9.8) 9.1 (1.1) 72.9 72.4
2019 3809 53.0 (16.2) 23.3 (12.0) 9.2 (1.1) 67.6 45.2

Table 4  Results of six linear regressions showing which categories of humanness sensitivity best predict self-reported criterion variables

*** P < 0.001
a Produced in the single-component model of a stepwise regression

Criterion variable (self-reported) Best predictor variable among the eight categories of 
humanness  sensitivitya

Standardized beta t Adjusted r2

Humanness Interpreting subtle emotional experiences 0.317*** 68.66 0.101
Contact with others Interpreting subtle emotional experiences 0.161*** 32.97 0.026
Relationship success Understanding unusual human physical characteristics 0.092*** 18.98 0.008
Professional success Understanding unusual human physical characteristics 0.076*** 15.58 0.006
Happiness Understanding subtle forms of communication 0.086*** 17.64 0.007
Personal success Understanding subtle forms of communication 0.093*** 19.08 0.009
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not definitive. For example, at the moment, humans are 
unique in being composed entirely of organic matter. As 
writer Stanislaw Lem reminded us in his classic novel, The 
Cyberiad, humans arose from “noxious exhalations,” “putrid 
excrescences” and “creeping molds that slithered forth from 
the ocean onto land” (Lem 1974, pp. 283–284). They lived 
“by devouring one another” until, eventually, they “stood 
upright supporting their globby substance by means of cal-
careous scaffolding” (p. 284). Yet the EHI contains no cate-
gory for “Recognizing that Humans Are Organic.” In spite of 
its light tone, the EHI also lacks a category one might label, 
“Recognizing a Human’s Ability to Appreciate Wit and 
Humor” (or, to put it more simply, “Understanding Jokes”). 
At the moment, computers are notoriously bad at emulating 
or appreciating human wit (Binsted et al. 2006; Hernandez 
2016; Kao et al. 2015; Niculescu et al. 2013; Ritchie 2001; 
Tay et al. 2016; cf. Johanson et al. 2020). Needless to say, 
our categories and items were also designed for English-
speaking Westerners; they might have looked very different 
had we designed them for people in non-Western cultures 
(American Psychology Association 2017).

Besides the limitations of our categories, our study was 
also limited by the nature of its sample: a convenience 
sample of people who found our test online and then chose 
to complete it. The changes in the mean total scores and 
demographic characteristics from year to year (Table 3) are 
reminders of one of the limitations of conducting long-term 
studies on the internet: We had no control over the makeup 
of our sample. Its changing composition over time was prob-
ably due to changes in the various websites that linked to the 
test, as well as to changes in how search engines ranked the 
test; we had no control over such factors.

On the upside, the shifting links and search rankings 
undoubtedly gave us a more diverse sample of test tak-
ers—42,063 people from 88 countries. There is also increas-
ing evidence that people who take anonymous tests online 
generally give more honest responses than they do when 
their identities are known or when a human test administra-
tor is present, especially when they are being asked about 
socially sensitive topics (Dillman et al. 2014; Durant et al. 
2002; Dwight and Fiegelson 2000; Joinson 1999; Kaplan 
and Saccuzzo 2009; Krumpal 2013; Ong and Weiss 2000; 
Robertson et al. 2017). We submit that although our sam-
ple is not ideal, it is almost certainly more representative of 
humanity than is the proverbial group of 200 sophomores in 
the subject pool of a single university (Anderson et al. 2012; 
Goodwinand Goodwin 2018, pp. 144–146; Henrich et al. 
2010; cf. Kühberger et al. 2014).

Regarding our results, one finding was particularly 
robust and also disturbing—namely, that people who iden-
tified themselves as being in minority categories of gen-
der (“other” or “unsure”) or sexual orientation (“other” or 
“unsure”) not only rated themselves as being less human 

than people in mainstream categories, they also scored lower 
on the EHI. The low scores people gave themselves on our 
self-reported humanness scale can perhaps be explained 
simply: People in what society sometimes regards as unac-
ceptable categories of gender or sexual orientation often 
struggle with low self-esteem, identity issues, or mental 
health problems (Birkett et al. 2009; Eisenberg et al. 2017; 
Joel et al. 2014; Richards et al. 2016; Zhao et al. 2010)—
problems likely produced, at least in part, by pressures to 
conform to societal norms (Blakemore 2003; Roberts et al. 
2013; Smith and Juvonen 2017; Toomey et al. 2012). But 
why did people in these categories also score lower on the 
EHI? In other words, why would doubts about one’s human-
ity make one less aware of what people dream about, how 
people reason, or how people communicate? Our study was 
not designed to address such issues, and we are reluctant 
to speculate. However, given the magnitude of the effects 
we found for both gender (Mmale/female = 56.4 [SD = 14.9], 
Mother/unsure = 48.6 [SD = 19.1], U = 4.02 *  107, P < 0.001, 
d = 0.46) and sexual orientation (Mstraight/gay/bi = 56.7 
[SD = 14.9], Mother/unsure = 52.4 [SD = 17.0], U = 9.48 *  107, 
P < 0.001, d = 0.27), we believe this is an issue that deserves 
further study.

How meaningful are our eight categories of humanness 
sensitivity? One way we explored this issue was to use linear 
regressions to see which sensitivity categories best predicted 
each of six criterion variables (Table 4). Self-reported level 
of humanness was best predicted by Interpreting Subtle 
Emotional Experiences (β = 0.32, P < 0.001); since only 
humans can experience human emotions, this makes sense. 
Interpreting Subtle Emotional Experiences was also the 
best predictor of the frequency of contact our test takers 
reported having with other people (β = 0.16, P < 0.001); that, 
too, is reasonable, but one might think that Understanding 
Subtle Forms of Communication would be at least as help-
ful. The latter sensitivity was the best predictor of level of 
personal success, and that too seems reasonable. The other 
three criterion variables—success in romantic relationships, 
professional success, and happiness—were best predicted 
by Understanding Unusual Human Physical Characteristics. 
While some knowledge of human anatomy might be helpful 
in advancing a romantic relationship, we offer no explana-
tion for why this category of sensitivity might contribute to 
happiness or professional success.

Future versions of the EHI might use a different scor-
ing strategy. We chose to use the “one-correct-response” or 
“best-response” scoring strategy that is commonly used to 
score major U.S. standardized tests such as the Scholastic 
Aptitude Test (SAT) (Korsunsky undated-a, undated-b). The 
best-response scoring strategy is popular in part because it 
tends to produce reliable test scores (Carneson et al. 2016; 
Korsunsky undated-a, undated-b; Sadler 1998; Towns 2014; 
Treagust 1988). As is common with multiple-choice tests, 
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many of our items included both a “best response” and one 
or more “distractors”—that is, answers that are fairly rea-
sonable—maybe even correct—but that are not the best 
response (Carneson et al. 2016; Kehoe, 1995; Korsunsky 
undated-a, undated-b; Sadler 1998). Consider the following 
item from Table 1, for example:

How might a bright young woman who is pretty good 
with numbers reply if she were asked to multiply 203 
times 598 in her head?
a. I think the answer is about 120,000.
b. The answer is exactly 121,394.
c. I think the answer is about 140.
d. Please go away.
e. I think the answer is about a billion.

The best answer is a, although b and d are also pretty 
good. Answer b (“121,394”) is, in fact, the correct answer 
to the multiplication problem; it is inferior to a (“about 
120,000”) only because a computer can perform the cal-
culation easily, whereas a human can do so only with some 
difficulty. Answer d (“Please go away”) is, on the other hand, 
a sassy, human thing to say. Answer a is only marginally 
better than d because it makes a point that d does not (and 
hence is more informative) —namely, that a human could 
fairly easily estimate the correct answer even if he or she 
could not easily compute the correct answer.

Our point here is that the best-answer scoring strategy 
does not extract all the information we might be able to 
obtain about our test takers. In theory, we could extract more 
nuanced information about them by giving partial credit for 
certain responses, or even by computing subscores from 
specific human-typical answers such as “Please go away.” 
When one is using multiple-choice tests to compute some-
one’s course grade or SAT score, nuanced information of 
this sort might serve no purpose, but when one is trying 
to find competent blade runners, a deeper understanding of 
the test takers might be helpful, if not essential. The test 
instrument used in the present study could not be used to 
explore the merits of a partial-credit approach, because the 
test items were not designed with partial credit in mind. 
Future research could explore such possibilities.

One might also wonder whether the light tone of the test 
content could have had a systematic impact on participants’ 
scores. If people were taking the test just to have fun, is it 
possible that they were not performing as well as they might 
have given more serious content? Our design gives us no 
way to answer that question, but we also have no reason to 
believe that some of the more interesting findings in this 
study—the fact that people scored highest in the category 
labeled Understanding Subtle Aspects of Human Cognition, 
for example, or the fact that people in minority categories 
of gender or sexual orientation scored significantly lower on 
the test—were artifacts of the light tone of the content. If the 

light tone of the content had any systematic impact on the 
results, it is not clear what that is.

Given the high level of skill one would ultimately want 
in a blade runner, any paper-and-pencil type of test such as 
a multiple-choice or Likert-scale test could only be used 
for screening purposes. Ultimately, one would subject high 
scorers to demanding simulations in which they had to cor-
rectly differentiate humans from bots, AIs, or robots. Over 
time, presumably, as intelligent machines become more 
human-like, these simulations will become more demand-
ing, perhaps requiring people to use specialized software or 
hardware (such as the fictional Voight–Kampff machine) to 
assist them in their evaluations.

We also acknowledge that in a real search for compe-
tent blade runners, one would undoubtedly want to start out 
with far more demographic information than we collected, 
for example, information about people’s professions, edu-
cational backgrounds, and experience with computers and 
artificial intelligence. With detailed demographic informa-
tion, test scores could be used to make inferences about 
which kinds of backgrounds shape or attract competent blade 
runners.

How valuable is humanness sensitivity? The positive 
correlations we found between our test scores and our six 
criterion measures suggest that awareness of what makes 
humans unique has value in everyday life—perhaps, as we 
speculated earlier, because humanness sensitivity allows 
people to relate better to other people.

Overall, people scored fairly poorly on our test 
(M = 55.9%), and the range of scores was extreme (from 0 to 
100%). These findings suggest that, absent training programs 
that might improve humanness sensitivity, finding a good 
blade runner might be difficult. Will tests such as the EHI 
be used someday to identify the next Rick Deckard? And 
can humanness sensitivity—or perhaps a more general set 
of skills that allow us to distinguish humans from bots, AIs, 
and androids—be trained? What would such training entail? 
Again, the present study sheds no light, but the EHI or simi-
lar instruments could certainly be used as part of training 
programs to measure improvements in relevant abilities.

To determine whether humanness sensitivity might have 
value in a Turing Test competition, one might (a) administer 
the EHI, (b) have test takers serve as judges in a Turing Test 
contest, and then (c) determine whether EHI test scores are 
correlated with measures of how well the judges performed 
in the contest. This sort of procedure is a logical next step to 
take in assessing the value and validity of the EHI. Think-
ing ahead, it might also be interesting at some point to see 
how well bots or AIs can score on the EHI. Thinking even 
further ahead, a time may come when AIs will outperform 
humans in distinguishing humans from computers, just as 
they can now outperform radiologists in evaluating X-rays 
(Rajpurkar et al. 2017).
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Is humanness sensitivity correlated with other, more 
standard, measures of human ability—with emotional intel-
ligence or some aspects of general intelligence, for exam-
ple? Such correlations undoubtedly exist, but we speculate 
that competent blade runners or Turing Test judges will 
need to have such highly specialized skills—skills that will 
undoubtedly have to evolve over time to parallel advances 
in computing—that specialized methods of measuring such 
skills will continue to have value for the foreseeable future. 
At first glance, the skills needed to distinguish humans 
from non-human intelligent entities might seem analogous 
to the specialized skills people in law enforcement use to 
detect lies (Holm 2010; Mares and Turvey 2018; Vrij et al. 
2017), but the analogy quickly breaks down when one real-
izes how difficult the bot problem really is. The signals for 
detecting human lies do not change much over time, but 
the non-humanness of AIs and bots is necessarily a moving 
target. Just as SEO techniques constantly evolve to outfox 
search engines, so too will intelligent systems evolve to out-
fox humans, which is why Deckard’s job was so difficult. 
Recall Harnard’s (1992) suggestion that someday “neuromo-
lecular indistinguishability” will need to be evaluated when 
we are trying to unmask nonhuman intelligence. At some 
point, even that criterion might fail. If, someday, humans and 
androids prove to be indistinguishable at the molecular level, 
will it even be meaningful to say that androids still exist as a 
separate class of beings? If, over time, humans are gradually 
replaced by such beings, would anyone even notice?

Returning to one of the central questions we raised earlier 
in this essay, what would programmers have to do to con-
struct a truly humanlike computer or android? And why, for 
that matter, would a programmer or tech company go to the 
trouble of doing so? After all, to pass the TTT, a computer 
would have to have a massively complex history—entirely 
fabricated—a distinct personality, a quirky sense of humor, 
aches and pains, a faulty memory, digestion problems, highly 
limited senses, flawed reasoning abilities, more than a few 
neuroses, occasional suicidal thoughts, a reasonable dose of 
selfishness, and strong desires to masturbate and copulate. 
Why create such a monstrosity? Why, in particular, would 
one tamper with one of the computer’s greatest strengths—
its precise and nearly infallible memory?

Although it may seem odd, there is good reason to cre-
ate such machines, and it can even be argued that humans 
have been dreaming of such machines for thousands of 
years (Zarkadakis 2016). One of the most profitable ways 
in which computers are being used these days is in sim-
ulating young women who just cannot wait to have sex 
with human men who have credit cards (Epstein 2007; 
Light 2016; Mansfield-Devine 2015). The more realistic 

the simulation, the faster the money will flow. Thinking 
ahead, there will also be a large market for general-pur-
pose humanlike androids to serve as companions or serv-
ants, the more humanlike the better. The most valuable 
androids will not sink us into the uncomfortable pit of the 
uncanny valley; rather, they will simulate human quirks, 
failings and flaws extremely well, just like the neurotic 
C-3PO robot does in the Star Wars movies. Bear in mind 
that computers that simulate human behavior well will 
be increasingly difficult to distinguish from people, thus 
increasing the demand for competent blade runners.

How urgent is the need for tests like the EHI? To put 
this another way, how quickly are AIs, bots, and robots 
becoming part of our lives, both in ways that might ben-
efit us and ways that might hurt us? In the original “Blade 
Runner” story, androids (called “replicants”) are banned 
from use on earth because they are autonomous and have 
superhuman strength. They are banned even though they 
are designed to have life spans of only 4 years—a failsafe 
hardwired into replicants to protect humanity. In other 
depictions of AI-dominated futures AIs are depicted as 
serious threats, for example, in the disturbing 1966 film, 
“Colossus: The Forbin Project,” in which a sentient com-
puter uses nuclear blackmail to conquer humanity, or in 
the 2004 film “I, Robot,” in which robots take over human-
ity to save humanity from itself, or even in the classic film 
“2001: A Space Odyssey,” in which the computer HAL 
9000 becomes insane and murders most of the crew of 
the spaceship Discovery One. How close are we to such 
scenarios?

The truth is that it’s hard to say. Today’s AIs are often 
easy to unmask (Boyle 2016; Coniam 2008; Hill et al. 
2015; Jankel 2015; Yu 2017), sometimes pathetically so 
(Epstein 2017; Kontos 2016; Zerega 2017), but advances 
in machine learning and other new technologies are mov-
ing so rapidly that anything is possible. In some respects, 
advanced conversational programs such as Steve Wors-
wick’s Mitsuku (winner of the 2013, 2016 and 2017 Loeb-
ner Prize Competitions) (Kontos 2016; Yu 2017), Apple’s 
Siri (Bellegarda 2014), and Amazon’s Alexa (Fischer 
et al. 2016) are still using the same simple programming 
tricks that Joseph Weizenbaum’s Eliza used back in the 
1960s (Weizenbaum 1966); they are far from being con-
scious, and in no sense do they truly understand human 
language. But it is only a matter of time before these lines 
are crossed. In the meantime, we are confident that blade-
runner-type professionals will begin to surface, along with 
evaluative tests for identifying people who excel at such 
work.
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Appendix

Debriefing

What this test is all about (seriously): nonhumans are 
likely to have great difficulty answering questions about 
unique human characteristics: our informality, idiosyn-
crasies, and individual styles, for example. Even more 
difficult for a nonhuman to fathom: extremely subtle 
aspects of human relationships and emotions, as well as 
how these and other human phenomena change as we get 
older. Humans also make predictable errors; when com-
puter programs are written that imitate people, they always 
incorporate a serious dose of “artificial stupidity”—spell-
ing, arithmetic, and reasoning errors, for example. To be 
human is to err.

Humans have bizarre dreams and daydreams. We have 
food cravings, especially when pregnant. We laugh at 
funny jokes but also when someone slips on a banana peel 
(what’s funny about that?). Music, art, literature and even 
sports sometimes make us giddy. Our memories change 
over time; properly designed computer memories do not. 
Many of us are propelled through life in a quest for money, 
sex, or power, or, in some cases, the perfect cup of cof-
fee. When deeply in love, we are sometimes completely 
insane. We seek happiness, but some of us remain deeply 
depressed for months or years no matter what we do, sort 
of like Marvin the robot in The Hitchhiker’s Guide to the 
Galaxy—except that we’re real.

Many of us stubbornly believe in God or the super-
natural, no matter what the facts. We sometimes become 
needy or whiny when sick or injured, and we feel pro-
foundly embarrassed if we fart at the wrong time. We tell 
lies—but only when it’s “absolutely convenient,” as the 
British comedian Benny Hill put it. We divide the world 
into good and evil forces—both of which see themselves 
as good—and we sometimes commit crimes. We get head-
aches and tummy aches, and our hearts sometimes race 
when we spot an old lover. Some of us, sometimes, get 
tipsy or even drunk, and many of us deliberately alter our 
usual states of consciousness with just about any drug we 
can get our hands on.

It is difficult to imagine an alien, robot, or computer 
being able to answer any but the most trivial questions 
about such matters. To answer the tough questions about 
humans, one needs to be one.

Even with that advantage, however, most people score 
well under 100% on this test, mainly because, among 
our other foibles, not all of us understand the nuances 
of human relationships, emotions, defects, and idiosyn-
crasies. In that sense—if humanness sensitivity can 
be defined as “the ability to recognize uniquely human 

characteristics”—some of us are more human than others. 
There is good news, however: for the time being, even the 
least human of us is still more human than the most human 
computer.

This test was created by Dr. Robert Epstein, a distin-
guished research psychologist, the founder of the Cam-
bridge Center for Behavioral Studies, and the co-creator 
and first director of the Loebner Prize Competition in 
Artificial Intelligence, an annual Turing Test in which 
judges try to distinguish humans from computers, first 
held at The Computer Museum in Boston, Massachusetts 
in 1991. You can learn more about the Turing Test in Dr. 
Epstein’s book, Parsing the Turing Test: Methodological 
and Philosophical Issues in the Quest for the Thinking 
Computer. You can download his article, “My Date with 
a Robot” (from Scientific American Mind) here: https:// 
DrRob ertEp stein. com/ pdf/ Epste in- My_ Date_ With_a_ 
Robot- Scien tific_ Ameri can_ Mnd- 2006. pdf. To view Dr. 
Epstein interacting with a beautiful Japanese android, click 
here: https:// www. youtu be. com/ watch?v= MY8- sJS0W 1I

Test results are being used in an ongoing study of 
“humanness sensitivity” being conducted by the Ameri-
can Institute for Behavioral Research and Technology 
(AIBRT) in Vista, California, USA. AIBRT is a nonparti-
san, nonprofit, 501(c)(3) research organization dedicated 
to improving human life. The study was approved by 
AIBRT’s federally registered Institutional Review Board. 
If you have any questions about the study or would like 
to be informed about the outcome of the study after the 
results are made public, please contact us at tests@aibrt.
org. Include “EHI study” in your subject line.
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